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Femtosecond pulse propagation in nitrogen: Numerical study of (3+1)-dimensional extended

nonlinear Schrodinger equation with shock-term correction
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We develop an accurate and efficient method for calculating evolution due to the extended nonlinear
Schrodinger equation, which describes the propagation behavior of a femtosecond light pulse in a nonlinear
medium. Applying Suzuki’s exponential operator expansion to the evolution operator based on the finite-
differential formulation, we realize the accurate and fast calculation that can be performed without large-scale
computing systems even for (3+ 1)-dimensional problems. To study the correspondence between experiments
and calculations, we calculate the propagation behavior of a femtosecond light pulse that is weakly focused in
nitrogen gas of various pressures and compare the calculation results to the experimental ones. The calculation
results reproduce the relative behavior of the spatial light pattern observed during the propagation. Addition-
ally, the multiple-cone formation and interaction between two collimated pulses in nitrogen gas are also
demonstrated as applications of the developed method.
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I. INTRODUCTION

The propagation phenomenon of an ultrashort light pulse
has become an issue of interest in both fundamental and
applied physics. The development of femtosecond laser ap-
paratus has brought a suitable light source for the experimen-
tal study of the high-power regime of input light pulses, and
the results contain fruitful information on plasma and non-
linear physics [1-7], such as the self-focusing, self-phase
modulation, plasma defocusing, and so on. With advances in
experimental research, numerical studies have also become
significant for tracing the origin of observed phenomena
[1,2,7]. However, the numerical results of pulse propagation
are not directly validated because the instantaneous observa-
tion of the propagating light pulse has not been realized in
experiments to date. Recently, a measurement technique,
femtosecond time-resolved optical polarigraphy (FTOP)
[8—11], was developed to directly observe the spatial pattern
of propagating femtosecond light pulses at each moment.
The result is that FTOP enables direct comparison between
experiments and calculations.

At the beginning of the theoretical studies, the nonlinear
Schrodinger equation (NLSE) was adopted as a simple
model of propagating light pulses [12]. The NLSE, based
upon the assumption of slowly varying envelope approxima-
tion (SVEA), is a good model for a picosecond light pulse;
however, it fails in the femtosecond regime due to the rapid
change in an envelope of the femtosecond light pulse. To
correct this deviation, modified NLSE (MNLSE) has been
proposed that includes a time derivative of the pulse enve-
lope [13,14], which is further developed to the extended
NLSE (ENLSE) with plasma defocusing effects. The ENLSE
is a modern standard model for femtosecond light propaga-
tion in gases [2-7]. Also, more recently, the importance of a
correction beyond SVEA has been highlighted for reproduc-
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ing the light behavior of less than several monocycles
[15-19].

Because analytical solutions for NLSEs are not available,
numerical methods play significant roles. To solve the com-
plicated NLSEs accurately, various methods have been estab-
lished, i.e., the Clank-Nicholson method, the alternating di-
rectional implicit method, the split-step Fourier method
(SSF) [20], etc. Among these methods, SSF is one of the
most efficient ones and often used as a solver for general
NLSEs. For example, the multiple-cone structure of an
intense femtosecond light pulse in silica is observed and
analyzed by applying the SSF to the (2+1)-dimensional
[(2+1)D] ENLSE beyond SVEA [21,22]. Furthermore, the
multiple filamentation of a high-power laser pulse in the air
is also investigated with (3+1)-dimensional [(3+1)D]
ENLSE [2]. Besides the existence of such extensive works,
further development of the calculation method, which can be
applied to the (3+1)D ENLSE beyond SVEA, is required in
order to study spatially asymmetrical propagation of ultrafast
light pulses.

In this paper, we develop an efficient and accurate method
for numerically solving (3+1)D ENLSE beyond SVEA. Our
method is based on Suzuki’s exponential-product expansion
(EPE) [23-26] with the finite difference treatment of the real
space time [27,28]. This approach is an extension of that in
Ref. [30] for the treatment of the third-order differential op-
erator that arises from the shock-term correction. Conse-
quently, the method is accurate, efficient with O(N) calcula-
tion steps, and also suitable for parallel computing. The
typical elapsed time is about 11 h for calculating 1400 evo-
lution steps of 384 X 384 X384 data. As a demonstration of
the method, we apply it to the propagation phenomena of
femtosecond light pulses that are weakly focused in nitrogen
(N,) gas at various pressures. Our calculation reproduces
experimental results [ 10] about the relative change of propa-
gation behavior in various N, pressures. As examples of non-
symmetrical (3+1)D pulse propagation, multiple-cone for-
mation and interaction of two collimated pulses are also
demonstrated.
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The remainder of this paper is organized as follows. In
Sec. II, we formulate an accurate and efficient computational
scheme for integrating ENLSE. Calculation results on the
propagation phenomena of a femtosecond laser pulse in ni-
trogen gas are shown and compared with the experimental
results in Sec. III. In addition, two characteristic pulse propa-
gation phenomena in nitrogen gas are also demonstrated, i.e.,
the multiple-cone formation and interaction between two
pulses. Finally, the results and discussions are summarized in
Sec. IV.

II. CALCULATION METHOD

In this section, we formulate a numerical method for cal-
culating propagation phenomena of femtosecond light
pulses. The formulation is performed on MNLSE (not
ENLSE) for the time being, and a plasma effect is introduced
as a modification in Sec. II C.

When a femtosecond light pulse propagates into the z di-
rection with a group velocity V,, an electric-field envelope of
the pulse, ¢(r,7), obeys the following MNLSE beyond
SVEA in a reference frame traveling at V.

ii P(r,7) = I:Iqﬁ(r, 7)
a9z

L2\ a7
(=220 o
+2k0n0 _woé'r _o"xz_&yz Hr.7
ke 1+ L o, )
Wy oT

In Eq. (1), x and y denote the two-dimensional spatial
position perpendicular to the z direction, whereas 7is a tem-
poral variable on the co-moving frame with the light pulses
and relates to the real time r as 7=r—z/ V,. Moreover, ny, n,,
B, are the refractive index, second-order nonlinear coeffi-
cient, and group velocity dispersion of the medium, respec-
tively, while k, and w, are the wave number and angular
frequency of the incident light in the vacuum, respectively.
The first-order partial differential operators with respect to 7
in the right-hand side (rhs) of Eq. (1) correspond to the shock
effects. Higher-order dispersion effects of the group velocity
are ignored in Eq. (1), because they have little influence in
dilute gas media. It is noted that the |¢|*-term in Eq. (1)
should be recognized as an operator.

Once the envelope at a position z; in the z direction,
do(x,y,29,7), is given, we can numerically calculate evolu-
tion with the following formula for a sufficiently small evo-
lution step, Az[=(z—z0)/n]:

d(x,y,2,7) = {exp(—iz ZOﬁ)}nqﬁ(x,y,zO,r)

= [exp(— iAzH) " ¢o(x,, 7). )

where the initial envelope, ¢(x,y,zo,7), is denoted as
¢o(x,y,7) to clearly grasp its functional dependency on the

PHYSICAL REVIEW E 72, 026706 (2005)

variables. It is noted that the role of z and 7 are interchanged
in Eq. (1) compared to the familiar Schrodinger equation in
quantum mechanics. Thus Eq. (2) means that the solution of
Eq. (1) is given by calculating the z evolution of ¢y(x,y,7)
step by step.

To numerically calculate the evolution according to Eq.
(2), ¢(x,y,7) is discretized to a set of complex values on
(2+1)-dimensional lattice points with equal intervals, i.e.,
{dira}, following the finite-differential treatment. Here, we
denote the intervals of lattice points in the x, y, and 7 direc-
tions as Ax, Ay, and A, respectively, and label each lattice
point with a set of integer numbers (i,k,a), where i and k
label a position in the xy plane, while a does so in the 7
direction (i=0,1,---,N,—1, k=0,1,---,N,—1, and a
=0,1,---,N,—1, where N, is a number of the i)oints in the «
direction). Based on the discretization of the real spaceAtime,
we apply Suzuki’s EPE to the evolution operator, e2#, and
reduce it to a product of matrices that act on {¢;,}.

The procedural essence of EPE is to decompose the total
evolution operator into a product of partial evolution opera-

tors. Suppose that the total Hamiltonian is given as H=H 1

+1212+ e +I:IN and that each I:I,- depends on z only through ¢.
In this case, the following EPE formula is known, which is
correct up to the order of O(Az?) [23-28]:

A — eiAz(Hl+H2+- “+Hy)
~ QINHN2 L. GINHYI2 HiAH ) ¢ NIHI2 . HidzH /2
2
+O0(Az%). (3)

This formula is referred to as a symmetrical decomposition
formula of the second order and is especially useful when
each partial evolution operator ¢’*¥#? can be calculated eas-
ily. Here, the important feature of EPE is that the unitarity of
the evolution operator strictly holds in the decomposition.

With Eq. (3), we can obtain an approximated expression of

the total evolution operator, even when the exponential of H
is difficult to calculate directly. Thus it is necessary to estab-
lish the explicit expressions of the partial evolution operators
suitable for numerical computation.

To calculate the evolution according to Eq. (1) with the
help of Eq. (3), we decompose the total Hamiltonian as fol-
lows:

i=-(- 5 mnlae) malo
T 2 _(‘77'2 +2k0n0 _&Xz +2k0n0 _é‘yz

i (ii) i (iﬁ)
2kognowy\ ITIXE)  2kgngwo\ I dy?
nz_%ﬁ|¢|2)_i”z_’<o 12
0

- (”2k0|¢|2+i o dr o |¢|2&r

=K, + f(xx+f(yy+f(m+f<m+f/+ V., 4)
where K represents differential operators with respect to the

variables indicated by subscripts, while V denotes a nonlin-
ear interaction term including the Kerr effect. The residual
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term \A/T is a temporal differential operator arising from the
shock-term correction of the Kerr nonlinear term.

To further develop the numerical procedure, discretized
expressions of the operators are required. In this paper, we
apply the lowest-order expression of the differential operator
that acts on {¢;,}; for example,

2 -1 0 0
-1 2 -1 0
( i) L lo -1 2 o 5)
o) (ax?| L h :
g QT
0 0 -1 2
and
0 1 0 0
-1 0 1 0 °:
J 1
<_) =—1 0 -1 0 . 0], (6)
(97' ab 2A’T . . 3
: 0 S |
0 -+ 0 -10

where the matrix expression of ¢?/dx* acts on the subscript
of the x direction, j, while that of d/d7 acts on the subscript
of the 7 direction, b. The matrix expression of P/ &yz is the
same as Eq. (5), but the subscripts must be changed to those
of the y direction, kl.

Using the discretized expression of Eq. (6), we can obtain
the partial evolution operator due to the nonlinear interaction
term (\7) It is noted that the operator V acts as a local mul-
tiplication of a position-dependent complex number. There-

—iAzV

fore, the partial evolution operator e works upon ¢ as

~ 2,
(V) e = exp[nzkoAZ (i | biral” ~ _| wllm ” bia  (7)
0

in the discretized space time. In Eq. (7), the derivative of | ¢|*
with respect to 7 is defined as the following from Eq. (6):

P = |l _ | Bircasr1)* = i)
tka or 2AT '

(8)

ika

Now we obtain the explicit expression of ¢~*A2V, although
it is difficult to calculate exponentials of differential opera-
tors in Eq. (4) with the matrix expressions as Egs. (5) and
(6). In Sec. IT A. we introduce an additional treatment of the
differential operator to acquire simple expressions of the par-
tial evolution operators.

A. Exponentials of differential operators

In Egs. (5) and (6), discretized expressions of differential
operators were given. Here we present an additional treat-
ment called “space splitting” [29] that simplifies the calcula-
tion of the exponential functions and gives explicit expres-
sions of the exponentials, i.e., the partial evolution operators.
Space-splitting formulations of first-order and second-order
differential operators have already been reported earlier in
Ref. [30]; nevertheless, we describe them again because they
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are required in the space-splitting formulation of third-order
differential operators.

1. First-order differential operator

Space splitting is a procedure to separate a matrix repre-
sentation of a differential operator into two block-diagonal
matrices. For /97, even (D) and odd (D)) parts are de-
fined as the following:

0 1
0
-1 0
J 1
(_) _L 0 1
it/ 2AT
0
-1 0
0 0
0 1
0 0
+
-1 0
0 0
0 0
= DO, + D)) ©)
2AT a av=

where we assume that the total number of the lattice points in
the 7 direction, N, is an even number.

For notational simplicity, the even and odd parts of the
first-order differential operator are expressed as direct sums
of 2 X2 matrices

PY=dy od® - edy), ),

DV=00dy)® - ®dy),,®0. (10)
Here,
e ( 0 1) n=0,1,...,NJ/2-1 ford®
" “\-1 0/ |n=0,1,..,.NJ2-2 ford? ~’

(1

in which d'“ act only on the temporal subscript a: explicitly
written, dff operates between (2, and ¢y a,e1), While di”)
operates between ¢ o,+1) and ¢ya,42) Without intersection
among ¢;,,’s with different i or k.

With the help of the direct sum decomposition [Eq. (10)],
exponentials of the differential operators can be easily ob-
tained

(e) 1 4(e 1 q(e rgle
P = exp(B'dy)) @ exp(Bdl) ® -+ @ exp(B'dy), ),
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P =1 @ exp(B'dY) ® ) @1,

(12)

- @ exp(B'dy

where B is a real parameter [8'=8/(2A7)] and

sin B’ )

cos B

cos B’
—sin B’

It is noted that “1” in the direct-sum decomposition of
exp(BD) [Eq. (12)] means a simple multiplication of a
scalar number 1. Such special features of the spatially split
odd differential operators at both edges is universally ob-
served in other odd operators.

Practically, the first-order derivative in Eq. (1), V,, has a
position-dependent coefficient, i.e., : |2. This position-
dependent coefficient is represented as a diagonal matrix that
acts on the temporal subscript from the left side of (d/97),,

[exp(B'd"“")],;, = ( (13)

o> O - 0
0 |pwl :

(oPp=| = ]
0 e 0 |¢ik(N7j2—1)|2

The operation of Eq. (14) modifies Eq. (12) and gives

exp(B8|¢|*D")) = exp(ﬁ'da“)) ® exp(B'd]"”)
® - ®exp(B dNﬂ D>

exp(Blo)’D' ) =1 @ exp(,B’d(')(”))
® - ®exp(Bdyp,) @1, (15)

where
cos " a'® sin B’
exp(B'd’ ¥ =( "
p(F'd,) - (aﬁf))‘lsin B’ cos

e |¢lk(2n)| ,
( (XE, = ﬁ, ﬁ |¢lk(2n)| | ¢tk(2n+1 | (16)

for even parts and

77 (0) .- 1
s ron cos a,” sin 8
exp(ﬁ dn ) = ( (a(u ) sin cos IB,,

) |¢1k 2n+1) |
( 1(1 = B” :8 |¢tk(2n+l)||¢tk(2n+2)| (17)

for odd parts.

2. Second-order differential operator

Here we formulate exponential operators of the second-
order differential operator, for example, ¢*/dx>. The space
splitting into even (M)(f)) and odd (Mi”)) parts is performed
in a similar way to the derivation of Eq. (9) with Eq. (5)
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1 -1
0
* 1 -
-— = 1 -1
< o"x2>l~j (Ax)2 0
-1 1
1 0
1 -1
0 0
* -1 1
0 -0
0 1
= ar )2[(M<e>)l, +(M),1, (18)

where the total number of the lattice points in the x direction,
N,, are again assumed as an even number. Direct-sum de-
compositions of the even and odd parts become

MO =) om0 5 - 0 mi,
MP7=1emf®® - om'?, , o1 (19)
with
(€0) ( 1 —1) n=0,1,..NJ/2-1 form'
m =

" -1 1) |n=0,1,....NJ2-2 form"
(20)
where m(e ) act only on the subscript i and produce linear

combmatlons of the two neighboring elements in the x direc-
tion. Explicitly, m,” works between ¢, and Pui1yias

(0)

whereas m,” works between ¢,,41)k, and P21 Without

any action among ¢;,,’s with different k or a.
By using the direct-sum decomposition of Eq. (19), we
obtain exponentials of the second-order differential operators

yM(e)

=exp(ymyY)) ® exp(ym\?) @ - © )

e @ eXP(?’,mNsz—l )

(0)

M = o & exp(y’ m(”)) ® - dexp(y mNJ2 2)@(37',

21

29"
. ) ()

It is noted that the second-order differential operators with
respect to other directions (y and 7) are obtained by simply
changing the subscript ij in Eq. (22) to k/ and ab for y and 7
directions, respectively. In the practical calculation, 7y is a
pure imaginary number, thus the exponential functions are

where v’ =y/Ax? and

' (o) 1[1+e* 1-e
[exp(y'm'* )]ij=5

!
1-¢* 1+e
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represented as combinations of sine and cosine functions
with a real variable.

3. Third-order differential operator

The remaining of differential operators in MNLSE are the
third-order ones that complicate the procedures. However,
we can also apply space splitting by treating them as opera-
tors with operator-valued coefficients. As an example of
third-order differential operators, we consider (d/d7)
X (=d*/9x*) here, but the discussion can also be applied to
(9/ 97)(=*1 dy?). It is noted that 9/t and (—7*/ 9x?) are com-
mutative, and that (9/97)(=d*/dx?) and (=&*/dx*)(9/ I7) give
the same final results given in the following discussion.

To derive the partial evolution operator defined as an ex-
ponential of a third-order differential operator, we first apply
space splitting to (—¢?/dx?) and d/dr. Introducing a param-
eter 0, the space splitting yields four terms, i.e.,

i(_ ﬁz) = SM + M)(D' + D))
aT\ Jx
= 8(9>D(:) + s(")D(Te) + s(e)D(TG) + £<0)D(T”),
(23)

where €@ (=8 M)(f’")) denote the operator-valued coeffi-
cients. With this expression, we can obtain the exponential
operator by using Egs. (11), (13), and (14), although we must
notice the difference between the coefficients, i.e., € and 8.
At this stage, we calculate exponential functions of D(Te’o)
treating € as operator-valued coefficients. The results are

oD _ exp(e'dy) @ exp(e'd?) @ - @ exp(s’dz(@z_l),

P Z 1 g exp(s’dg))) -0 e"p(srdf(\%z‘z) ©1

(24)
with €' =¢/(2A7)=6M,/(2A7) and
[eXp(S;d(E’O))]¢¢b=( (cos ey Lsin ey ) (25)
7 —(sin€"); (cos &');

For notational simplicity, the subscripts of & (i.e., i, j) are
dropped during the evaluation from Eq. (23) to Eq. (25), but
supplemented in the final results. The superscripts denoting
space-splitting components (e,0) are also dropped but the
above formulas are correct for both even and odd &. It is
noted that the above matrix representations of “exponential
operators with operator-valued elements” act only on the
temporal subscript. To stress this fact, we explicitly write
down the temporal (a,b) and spatial (i,j) subscripts in
Eq. (25).

Each element of the matrix representation in Eq. (25) is
a trigonometric function of £©?. Introducing &
=6/(2A7 Ax?), the matrix elements are given in the similar
way to Eq. (22), and become
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coslSU) 4 @00 - @
cos(M ) =cos & @ ff @ - @f(zx(ll)jz_z ®© cos &,
sin(OM) =gy’ @ g’ & - o),

sin(M?) =sin 8 @ g’ @ -+ g\, , @ sin &,
(26)

where ff;) and gf:) are 2 X2 matrices that act on the spatial
subscripts (2m,2m+1), i.e.,

2m 2m+ 1
- 1+ cos(28") 1- cos(26)
o_ 2 2
" 1 - cos(28’) 1+ cos(28) |’
2m + > >
2m 2m+ 1
" sin(26") sin(26")
) = ’ ’ X))
" sin(28’)  sin(248")
2m+1 \ — > >

Here, j(r:) and gf:z) have the same expressions as j(nf) and g;f),
respectively, but they act only on the spatial subscript of
(2m+1,2m+2). As a result, the matrix representation of the
evolution operator becomes a matrix (with temporal sub-
scripts) whose elements are again matrices (with spatial
subscripts).

Now exponentials of the third-order differential operators
are obtained; however, it is difficult to intuitively understand
the action of the exponential operators from the above for-
mulas. To demonstrate the operation of Eq. (27), we demon-
strate the matrix action of Eq. (26) on the envelope ¢y, as a
linear relationship. For example, the action of exp[ 5D(9)M§f)]
is obtained by applying Eq. (25) on ¢ with care for treatment
of the subscripts. The first step is an operation on the tem-
poral subscript, i.e.,

( ¢i’k(2n) )
¢i,k(2n+l)
< [cos(5'Mff)):|,j [sin(é’Mff))]U)< Bjican) )
—[sin(&’Mff))]ij [005(5’M)(f))]ij '

Dikan+1)
(28)

In the above expression, a summation with respect to the
repeated subscript j should be taken, and ¢’ denotes the
value after evolution, i.e., ¢’=exp[5D(e)Mig)]¢.

It is noted that matrix elements on the rhs of Eq. (28) are
still matrices. Substituting Egs. (26) and (27) into Eq. (28),
we obtain the final result, where all elements are scalar
values
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I+cos28 1-cos2d sin 26’ sin 26’
2 2 2 T2
¢(,2m)’<(2") 1-cos28 1+cos2é sin 26’ sin 26’ Pemkan)
¢(/2m+1)k(2n) B 2 2 ) 2 ¢(2m+1)k(2n) (29)
Plampi(ans1) sin 26’ sin 26’ I1+cos28 1-cos2d Domk2n+1)
(b(’2m+l)k(2n+l) 2 2 2 2 ¢(2m+1)k(2n+l)
sin26’ sin28 1-cos28 1+cos2d
2 2 2 2

The total operation of exp[ 5D(6)M§f)] is given as a direct sum
of Eq. (29). Explicit expressions of other terms in Eq. (23),
ie., exp(éD(e)Mio)), exp(&D(”)Mie)), and exp(&D(”)Mi‘))), are
obtained similarly with care for edge parts of the odd
operators.

B. Exponential product expansion of evolution operator

The total Hamiltonian is decomposed into 17 terms due to
the space-splitting treatment in Sec. I A, i.e.,

A=RO 4 R+ RO+ RO 4 RO 4 RO 4 74 )4 )0

+ K(;i) + K(é? + K99 4 K9 4 K(;j.) + K(fv‘;) + K(Tf‘;)

+ K. (30)
Here, the superscripts e and o denote even and odd compo-
nents of spatially split differential operators, respectively.
For the third-order differential operators, two superscripts
indicate the spatially split components of the differential op-
erators with respect to the temporal and spatial directions,
e.g., IA((;’C) means exp(5D(")Mie)) in Eq. (23). Applying the
second-order symmetrical decomposition formula given in
Eq. (3), we obtain the following EPE:

S,(Az) = Us(A2) Us(A2) Uy(A2) U(A2)Uy(Az),  (31)

where S, denotes the second-order symmetric decomposition
of the evolution operator. In Eq. (31), the partial evolution
operators are categorized as

N ) A D D A A o 0)
0y(Az) = oAV =MV pibaV -iheVO 12 y-ina V02

b}

~ iAzK(€0) iAzk\) iAzK00)
U.(Az) = e 12 pmibTK 12 =iAK 2

mx ' “e
W omihK N ~iNeK )12 ~inaK )
o IAK D —ineK 12 -inaK 1
X o IR 2 midK ()12

0, (Az) = oIAK G AR iK1

wy e

(32)

In Eq. (31), * denotes reverting the order of the operators
defined in Eq. (32). There is arbitrariness in the order, so

different alignments are also possible. In the above expres-
sion, the operator ordering is determined so that the compu-
tational cost and time are minimized as much as possible.
For example, ¢2?" is placed at the center of S, to avoid
repeated evaluation, because it requires the longest compu-
tation time among all exponential operators. On the other
hand, exponentials of differential operators are finally re-
duced to simple multiplications of constant coefficients [Eq.
(29)] and they produce little load in the calculation, even if
evaluated repeatedly.

In the practical calculations, we use the second-order for-
mula, but a higher-order decomposition formula is also avail-
able as a product of the second-order formulas;

N,

F"(Az) = H S,(p\"Az). (33)
i=1

For example, a fourth-order decomposition is given with
N,=5 and the following {p§4)}i=1!...ys’s [24,25]:

) _ @

PP =p8 = pd = p = 0.414 490 771 794 376,

Py =—-0.657 963 087 177 503 0. (34)

Using the EPE procedure, we can calculate “long-time” evo-
lution by repeating ‘“‘short-time” evolution. It should be
stressed that the numerical error is restricted to an extent
during the long-time evolution due to the feature of EPE
[23-28].

It is noted that the number of required calculation steps in
the present method is proportional to a total data number N.
This leads to the calculation steps required for the higher-
order formula becoming simply N, times of that for the
second-order formula. The higher-order calculation accord-
ing to Eq. (33) is also possible with SSF method, though it
requires additional calculation steps due to the repeated us-
age of fast Fourier transformation that consists of
~O(NlogoN) calculation steps. Therefore, the present
method has an advantage in calculating larger systems with
higher precision.

There is another merit in the formulation using space
splitting. The space-splitting procedure reduces the matrix
expression of the evolution operator to a product of block-
diagonal matrices as shown in the previous sections. Here,
each block-diagonal matrix affects only a pair of the ele-
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ments of {¢;,,} that align side by side, leaving other elements
unchanged. This means that the evolution operation consists
of local operations which can be independently performed,
that is, the present method is a subject of parallel computa-
tion. In this work, calculations are performed using a work-
station equipped with two Pentium-4 CPUs (2.8 GHz clock
on 400 MHz processor bus) in parallel on the two CPUs;
however, the program itself is designed to work on more than
three CPUs. The calculation time for 1400 evolution steps of
384 X 384 X 384 data is about 11 h and is proportional to the
number of data and evolution steps. By suitably aligning the
array of ¢(x,y,7), we can efficiently perform the parallel
computing on larger computer systems, such as cluster com-
puting systems.

C. Plasma defocusing effects

To take into account the effects of plasma defocusing in
nitrogen gas, the following terms must be added to the rhs of
Eq. (1) to modify the MNLSE to ENLSE [1,6]:

k i d 11
2%1—Mﬁ)(i¢>—3ﬂm—MQﬁwM¢ﬁw¢

(35)

where p denotes a plasma density that is produced through
the 11-photon ionization process of the nitrogen molecule
with A=800 nm light; p is determined with the following
equation according to a Drude model:

= ol (oo p). (36)

In the above equations, p, and p. are the initial density of
nitrogen molecule and critical plasma density, respectively,
and o; is the cross section of 11-photon absorption of the
nitrogen molecule.

The plasma effects can be accounted into the present
method by replacing interaction terms V and V_ in Eq. (4)
with the following alternative ones, respectively,

. 1 kol 1 ap
U PSR
2n,p.,. wy \ IT  2n,p. 0T
11
- i?(Po = p)oyhwy(| )", (37)
. n-k 1 J
N LR F
npe /9T

In the present method, p must be evaluated five times per
z-evolution step. This is because p is determined for a given
¢ at each time when calculating the z evolution due to inter-
action terms and because the interaction part of the evolution
operator, 0V(Az) in Eq. (32), consists of five partial evolu-
tion operators. In the practical calculation, p(7) is obtained

by applying Simpson’s formula to the analytical solution of
Eq. (36), i.e.,
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TABLE 1. Parameters used in the calculation. All values are
reduced for A=800 nm light in nitrogen gas. The Kerr nonlinear
refractive index (n,) and density of nitrogen molecules (p,) are
proportional to the gas pressure (p); py is dependent on the gas
temperature and chosen as that at 300 K.

Parameters Units Values in N, at p (atm)

V, m/s 3.00% 108

B> s?/m 2.13x107%

ko /m 7.85%10°

1o 1.00

ny* m?/W 3.20p x 1072

s /m? 2.44p X 1073

P /m? 1.74 %10
o m2/(sW'1) 5.08X 107188

“Reference [6].

p(7) = py — po exp _O-Ilf dT'[|¢(T,)|2]“ . (39
0

to save calculation time.

Table I lists the material parameters used in the calcula-
tion to clarify the calculation conditions. These parameters
are determined in reference to Ref. [6] with modifications for
matching with the experimental condition in Ref. [10], e.g.,
the parameters are converted to those for the light whose
wavelength is A=800 nm. As the gas medium is dilute, the
refractive index n,, group velocity of light V,, and wave
number k; are chosen as those in a vacuum. The Kerr refrac-
tion index n, is proportional to the gas pressure p (atm)
through dependency on the gas density. The density of nitro-
gen molecules p, depends on the gas temperature as well as
on the gas pressure. In Table I, we show a reduced value of
po to that at 300 K using the Boyle-Charles law. The group
velocity dispersion 3, can also depend on p, though the
change of 8, with respect to p is too small to observe. Con-
sequently, the pressure dependence is considered only for p,
and n, in this paper.

Parameters concerning plasma formation are chosen as
follows: pCEmeowﬁ/ e? is a critical plasma density, where e
and m are electron charge and mass, respectively, wq is an
angular frequency of the incident light, and ¢, is a permittiv-
ity in vacuum. At the light wavelength of A=800 nm, the
order of multiphoton ionization Ky is 11 with the ionization
potential Uy=15.6 eV in nitrogen gas. Following the Appen-
dix of Ref. [6], the ionization rate for A=800 nm light in
nitrogen is calculated according to the Keldysh’s theory in
the multiphoton ionization limit.

III. RESULTS AND DISCUSSIONS

In this section, we show the calculation results with the
method developed in Sec. II. As mentioned earlier, ENLSE
describes the pulse propagation observed in the co-moving
frame and the evolution integration is performed toward the
z direction. As a result, we obtain a set of (2+ 1)D spatiotem-
poral data at different z positions. On the other hand, FTOP
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is a method for observing temporal snapshot images of
propagating light pulses [8—11]. Therefore, to simulate the
experimental result of FTOP with calculations, we must con-
vert the calculation result to a set of three-dimensional (3D)
spatial data at different times. In this section, all images are
converted to temporal snapshots by realigning the (2+1)D
spatiotemporal data according to the relation 7=1—z/V,.

In the typical calculation, the second-order formula is ap-
plied to the initial ¢ defined on 384 X 384 X 384 points, and
the number of evolution steps in the z direction needed to
obtain temporal snapshots up to r=3.2 ps period is 1400. The
spatial resolution is set to Ax=Ay=1 pm in the xy plane. To
adjust the z-directional sizes of the converted images to those
in the xy plane, the temporal step is chosen as A7=3.34 fs
from A7=Ax/V,. Thus the initial pulse is defined on the
384X 384 um? area in the xy plane and on the 1.28 ps inter-
val in the 7 direction, which means that the resultant tempo-
ral snapshots are given on the 384X 384X 384 um? cubic
region. Here, the initial pulse is assumed as a Gaussian both
in the spatial and temporal directions, with spatial full width
at half maximum (FWHM) of 42 um and temporal FWHM
of 144 fs. In the experiment, the incident light pulse is
weakly focused with a lens of focal length =350 mm [10].
We approximate the incident light as a collimated beam, that
is, the initial pulse has the same spatial FWHM at every time
slice, based on the consideration that the spatial FWHM is
almost constant in the observed z-directional region.

Here we mention the treatment of the boundary. In this
work, numerical calculation is performed on the finite system
assuming the Dirichlet’s boundary condition, while there are
no boundaries in the real system. To suppress the boundary
effects, a damping potential of imaginary value is added to
the area around 30 um from the boundaries. The strength of
the damping potential varies smoothly as cos? according to
the distance from the edges to avoid the reflection due to
abrupt changes of the potential. In fact, the boundary effect is
not observed so far as the light pulses are confined around
the center of the observing window [31].

A. Numerical stability and accuracy

The EPE method itself is an unconditionally stable and
accurate one for numerical integration, but it fails when the
evolution step becomes too large. To obtain the criterion for
successful calculation, it is necessary to compare the numeri-
cal result with the analytical one. However, this is impossible
because no analytical solution of ENLSE is available. Ac-
cording to the study on the one-dimensional free motion in
Ref. [27], the second-order De Raedt method [30] becomes
unstable in the case of Afr/Ax2>0.5, where At/Ax? is a
dimensionless time step for the free motion in the x direction.
Here we comment on the stability and accuracy of the
calculation.

As the present method is an extension of De Raedt’s
method, we adopt the above discussion to the evolution ac-
cording to ENLSE beyond SVEA. In the present work, ef-
fects of the evolution step may be different from those in
Ref. [27]; however, it should be reasonable to estimate the
evolution step as a benchmark for stability, because the ac-
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TABLE II. Dimensionless evolution steps for five types of par-
tial evolution operators in Eq. (4). Absolute values are shown for Ay,
and AVT’ because they are complex numbers in definitions. To esti-
mate the upper limit of the stability, values are calculated for the
Py=0.78 m]J pulse in nitrogen gas at 4 atm, that give the maximum
values of |Ay| and |Ay |. As the definition of |A,/], the rhs of Eq. (37)
should be referred, fc;r it is too complicated to be shown in the
table.

Evolution steps Definition Values
A AzB,/ AT 1.91x107°
An=A, —Az/ (kgngAx?) -1.27%x107!
A=A, A/ (wpAT) -8.10x 1073
Ay AzX [rhs of Eq. (37)] <3.08x 107!
Ay —iAZ[no| P +p/ 2p) 11V,  <143x107!

curacy of EPE is determined with a power of the evolution
step. From Eq. (4), it is noted that a total evolution operator
comprises five types of partial evolution operator, i.e., the
group velocity dispersion term (K,,), the diffraction term
(Kyy,K,,), the shock term in the diffraction (K ,K ), the
Kerr nonlinear term (V), and the shock term of the Kerr

effect (VT). The partial evolution operators are further split
into even and odd parts except the Kerr term, but the evolu-
tion step is common for the even and odd parts.

Dimensionless evolution steps for the five partial evolu-
tion operators are obtained by properly scaling the multiples
of the evolution step (Az=1 wm) and coefficients of the cor-
responding differential operators. It is noted that the Kerr
nonlinear term is a complex scalar number (not a differential
operator) and that the number itself gives the dimensionless
evolution step. The results are given in Table IT with explicit
definitions of the dimensionless evolution steps. The dimen-
sionless evolution steps are expressed as A with subscripts
denoting the corresponding differential operators; e.g., A, is
that for the &/d7.

In Table II, the maximum value of |[¢|*> (=2.55
X 10'"® W/m? for a P,=0.78 mJ pulse) is applied to estimate
the upper limits of [A,| and [Ay |. Similarly, 6|¢|*/ 97 is esti-
mated as |@>/A7, which gives the maximum value of
d|¢|*/ 7. Evolution steps due to the plasma effects can be
also estimated with Egs. (36)—(38) noting 0<p/p.=< py/ p.
=5.61 X102

Among all terms, the evolution step due to the plasma
defocusing effect is the largest but at most 0.31, satisfying
the stability condition of the second-order De Raedt method.
Moreover, the maximum value of the evolution steps appears
only in the calculation of P,=0.78 mJ light pulses, because
the temporal range of the calculation is not long enough to
realize the maximum plasma density for weak light pulses.
Accordingly, we can predict the stability and accuracy of the
second-order calculations, although the discussion given
above is not a strict one. Practically, we confirm the stability
and accuracy by comparing the results of second-order and
fourth-order calculations. Calculation results with half-
evolution steps (Az=0.5 um) also support the validity of the
second-order calculation.
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Propagation direction

(a) Po =0.30 mJ, p =2 atm

0 ps 1.07 ps

(b) Po = 0.30 mJ, p = 4 atm

Power density ( 10! W/m)

(c) Pp =0.39 mJ,

(d) Po = 0.39 mJ,

Power density ( 1016 W/m)
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384 um

384 um

FIG. 1. (Color) Projected spatial intensity distributions of initially Gaussian femtosecond light pulses propagating in nitrogen gas. The
vertical and horizontal size is 384 X 384 um? commonly for all the images. (a) Propagation of initially 0.30 mJ pulse in N, of 2 atm. (b)
Propagation of initially 0.30 mJ pulse in N, of 4 atm. (c) Propagation of initially 0.39 mJ pulse in N, of 2 atm. (d) Propagation of initially
0.39 mJ pulse in N, of 4 atm. Values of the light intensity are indicated with color palettes on the left of the images that are common for
(a, b) and (c, d), respectively. The two-dimensional images are obtained by integrating 3D intensity distribution according to the direction
perpendicular to the image planes. The time indicated in each image is the elapsed time from the moment when the initial pulses fully

penetrate into the z>0 region.

B. Femtosecond pulse propagation in nitrogen gas

Figure 1 shows temporal snapshot images obtained from
calculations. The images in Fig. 1 are projections of 3D pro-
files onto the image plane: that is, I(x,z;?)
= [dy|(x,y,z:1)|* when the image plane is chosen as the xz
plane. This results in the unit of an intensity distribution
becoming W/m in the projection images, whereas
|p(x,y,z:t)* gives an intensity distribution in the unit of
W/m?2. Moreover, each image is the one observed in the
comoving frame: in practice, the light pulses are moving at

the group velocity V,, but such uniform motion is omitted in
the figures.

Figure 1 visually shows how the propagation phenomena
of light pulses change according to the incident pulse energy
(Py=0.30 and 0.39 mJ) and nitrogen gas pressure (p=2 and 4
atm). Spatial intensity distributions of the pulses are shown
in color to highlight the evolutions of pulse forms. The color
palettes showing the intensity distributions are common for
the images with the same P: i.e., images in Figs. 1(a) and
1(b) are scaled by the upper color palette while those in Figs.
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FIG. 2. Temporal evolutions of light pulses during the propaga-
tion in the nitrogen gas with different pressures. (a) Evolutions of
cross-sectional FWHM in the gas pressures of 2 atm (dashed lines),
3 atm (dotted lines), and 4 atm (solid lines). (b) Evolutions of tem-
poral FWHM in the gas pressures of 2 atm (dashed lines), 3 atm
(dotted lines), and 4 atm (solid lines). Results of two different light
intensities (0.30 mJ and 0.39 mJ) are also shown in (a) and (b).

1(c) and 1(d) are scaled by the lower one. The light pulse
shrinks slightly both in the xy and z directions throughout the
propagation when the light intensity is weak (P,=0.30 mJ).
Contrarily, the light pulses diverge in the xy direction when
the input pulse energy becomes larger (P;=0.39 mJ).

To allow detailed study of the propagation phenomena,
FWHMs of pulse profiles in the xy and z directions are cal-
culated by fitting the projections of pulse forms with a suit-
able function. We show the fitting results in Fig. 2, assuming
the Gaussian profile in both the xy and z directions. This
assumption is adopted correspondingly to the analysis in the
experiments, although the assumption is not suitable for the
calculation results in practice. Here, “Temporal FWHM” in
Fig. 2(b) means a FWHM in the z direction converted to the
temporal width as dz=V,ét.

The behavior of the Py=0.30 mJ pulse is phenomenologi-
cally similar to the simple self-focusing effect predicted by
the NLSE, except that the self-steepening effect due to the
shock correction is observed slightly in Fig. 1. The light
pulse shrinks as the gas pressure increases, i.e., as the Kerr
coefficient n, becomes larger. This means that a weak light
pulse below 0.30 mJ suffers dominantly from the Kerr self-
focusing effect rather than from the plasma defocusing ef-
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fect. In fact, calculations without plasma defocusing effects
show similar results to those for the weak pulse in Figs. 2(a)
and 2(b).

On the other hand, the Py=0.39 mJ pulse shows some-
what complicated propagation behavior. This significant ob-
servation is a relative behavior of the pulses in different gas
pressures. As seen in Fig. 2(a), the pulse grows in the xy
direction as the propagation time progresses. The growth in-
creases with the gas pressure, which is the opposite of what
is observed for Py=0.30 mJ pulses. Although the total
growth of the pulses in the xy direction does not match the
experimental results (Fig. 7(c) in Ref. [10]), Fig. 2(a) repro-
duces the relative change of the pulse propagation under dif-
ferent gas pressures. The results indicate the competition be-
tween those two effects working in opposition to each other
and that the plasma defocusing effect overcomes the Kerr
self-focusing effect for an intense light pulse above P,
=0.39 mJ. Here, the plasma defocusing effect has significant
dependence on the light power compared to the Kerr self-
focusing effect, and it changes significantly according to the
incident light power. In fact, the nonlinear Kerr self-focusing
effect depends on |¢|?, whereas the plasma defocusing effect
involves (|¢|*)!! for the 11-photon ionization process as seen
in Egs. (36) and (37).

It is difficult to give an intuitive explanation of the propa-
gation behavior of the Py=0.39 mJ pulse in the z direction
[Fig. 2(b)]. In addition to the competition between the Kerr
self-focusing and plasma-defocusing effects, the self-
steepening effect possibly makes the propagation phenomena
complicated. In comparison with the experiment [10], the
calculation does not reproduce the experimental result quan-
titatively. Nevertheless, we notice the agreement of Fig. 2(b)
with the experimental result (Fig. 7(d) in Ref. [10]): the tem-
poral FWHMs of the light pulses, which are initially
(01) p= < (1) =3 < (1) 4, change their order as (),
<(8t) =4 <(6t),= during the propagation, where (), de-
notes the temporal FWHM (fs) at the nitrogen pressure p
(atm).

From the above discussion, we conclude that the present
calculation can predict the pulse propagation phenomena in
nitrogen gas to some extent, although further consideration is
needed for quantitative prediction [32]. We believe progress
in theoretical and experimental approaches will improve the
correspondence between them.

C. Multiple-cone formation in nitrogen gas

Since the present calculation method includes the shock-
term correction, we can apply that method to phenomena
where the light intensity varies rapidly in the space time. As
an example of such phenomena, we report here the possibil-
ity of multiple-cone formation in nitrogen gas.

The multiple-cone structure appears in the high-power re-
gime of the light. In this regime, the dominant plasma effects
cause the lights to be defocused, and each fragment that is
sufficiently intense to cause the Kerr self-focusing effects but
sufficiently weak to avoid the plasma defocusing effect goes
into Kerr self-focusing. Consequently, a multiple-cone struc-
ture appears, that is also reported in quartz glasses [21,22]. In
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(a) Po=0.78 mJ, p =4 atm

Propagation direction
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FIG. 3. (Color) Projected spatial intensity distributions of the initially Gaussian light pulses whose energies are Py=0.78 mJ. The
pressure of the N, gas is p=4 atm, and other conditions are the same as those in Fig. 1. (a) Projected intensity distributions of the light pulse
up to 3.20 ps, (b) same as the snapshot at t=3.20 ps in (a) but the size and color scale are expanded, and, (c) 3D isosurface (|¢|>=1.89

X 10'7 W/m?) plot of the pulse shape corresponding to (b).

order to realize the multiple-cone formation in nitrogen gas,
the input light power is set as twice of what it was in
Sec. III B.

Figure 3 shows calculated projection images of a colli-
mated P,=0.78 mJ light pulse propagating in the p=4 atm
nitrogen gas. Generally, the multiple-cone structure appears
over a wide area in the space, so the size of the system is
extended to 512X 512 um? in the xy plane while the range
in the z direction remains at 384 wm. The formation process
of the multiple-cone structure is shown in Fig. 3(a). The
incident light pulse starts to spread due to the plasma defo-
cusing effect (¢=1.07 ps) and the spread fragments gather
(r=2.13 ps) to finally form the cone structure (1=3.20 ps).

We can also observe that the peak intensity of the light
pulses is decreased according to the propagation, for the
plasma defocusing effect works to disperse pulses against the
Kerr self-focusing effect. Consequently, no clear cone struc-
ture appears in the final result of Fig. 3(a). To highlight the
fine structure of the multiple cone, a modified image of the
t=3.20 ps result in Fig. 3(a), which is expanded both in size
and intensity, is shown in Fig. 3(b). We can clearly observe

the fourfold cone structure in Fig. 3(b) that is hardly seen in
Fig. 3(a).

Considering the cylindrical symmetry of the system, we
can draw conclusions about the multiple-cone formation
from the projection images. However, the 3D observation
does provide direct images of the cone structure. The 3D
isosurface plot is shown in Fig. 3(c), which corresponds to
Fig. 3(b). Here, the isosurface indicates a set of points where
the intensity is equal to 1.89 X 10'7 W/m?, corresponding to
15% of the maximum intensity. Furthermore, a quarter of the
pulse is removed for observing a cone structure at the inner
part of the pulse. Because of the poor resolution of the iso-
surface plot, the fourfold cone structure is not shown, but we
can distinguish the outermost cone from inner cones as indi-
cated in Fig. 3(b).

The multiple-cone structure of an intense light pulse in
the nitrogen gas has not yet been observed in practice due to
experimental limitations. We expect our calculations to help
reveal the propagation phenomena of high-power laser
pulses in gas media.
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FIG. 4. (Color) Projected spatial intensity distributions of propagating two light pulses that are initially separated with a distance of
35 um. (a) Projected intensity distributions of two Py=0.30 mJ light pulses up to 6.84 ps, (b) projected intensity distributions of two P
=0.45 mJ light pulses up to 6.84 ps, and (c) 3D isosurface (|¢p>=6.81x 10" W/m?) plot of the pulse shape corresponding to the
t=6.84 ps image of (b). The pressure of the N, gas is p=4 atm, while other conditions are the same as those in Fig. 1.

D. Interaction of two femtosecond pulses

One of the key features of the present calculation method
is that the method is applicable to the 3D spatially nonsym-
metrical phenomena without cylindrical symmetry. As a
simple example of the nonsymmetrical phenomena, we dem-
onstrate the interaction between two collimated light pulses.
The present method is also effective for calculating pulse
propagation in nonsymmetrical environments such as photo-
nic crystal fibers.

Figure 4 shows the propagation of the two collimated
light pulses. The distance between two pulses is chosen as
35 um and the other parameters of the incident light pulse
are kept to the same as those in Sec. III B and III C. The

nitrogen gas pressure is set to 4 atm to emphasize the non-
linear effects. The area of the snapshot image is chosen as
512X 512 wm? in the xy direction while the range in the z
direction is 384 um. Note that the evolution is calculated up
to 6.84 ps because it takes longer to observe the significant
deformation of the light pulses.

Projected snapshot images are shown in Figs. 4(a) and
4(b) to compare the propagation of light pulses with different
intensity. Weak pulses (Py=0.30 mJ X 2) interact little, fea-
turing only a small overlap at the pulses’ edges. We can
observe small deformation in the 6.84 ps image, but can only
roughly conclude that the pulses propagate independently in
this power region. On the other hand, intense pulses (P,
=0.45 mJ X 2) show extra behavior during the propagation
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that is not described as a simple summation of two pulses. At
3.42 ps, a small peak, which is not observed in the original
pulse, is created at the center between the two pulses. The
peak grows during propagation (r=5.13 ps) and finally forms
a higher peak than initial intensity distribution (1=6.84 ps).

Figure 4(c) shows a 3D isosurface plot corresponding to
the final image (¢=6.84 ps) in Fig. 4(b). The isosurface indi-
cates a set of points where the intensity is equal to 6.81
X 107 W/m?2, corresponding to 50% of the maximum power
density. Additionally, a quarter of the pulse is removed for
observing the cross-sectional form of the pulse. The central
peak, formed around the intersection of the two pulses,
shows a shadelike form that is enlarged only in the y direc-
tion. We can assign the origin of the interaction to the plasma
defocusing effect from the fact that two weak light pulses
(Py=0.30 mJ X 2) propagate independently, demonstrating
the self-focusing effect with a weaker plasma defocusing
effect.

IV. SUMMARY AND CONCLUSIONS

In this work, we developed a numerically stable and ac-
curate method for numerically solving (3+1)D ENLSE be-
yond SVEA. Based on the Suzuki’s exponential-operator ex-
pansion and space splitting of the differential operators on
the discretized real space time, the developed method is an
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efficient method that requires calculation steps of O(N) for
integrating N data. Consequently, the typical elapsed time for
calculating 1400-step evolution of 384 X 384 X 384 data was
about 11 h without a large-scale computing system. To dem-
onstrate this method, we numerically studied the propagation
phenomena of femtosecond light pulses in nitrogen gas. The
calculation results were compared with the experimental re-
sults in order to establish the predictability of the present
calculation for realistic phenomena. High-power phenomena
of femtosecond pulses were also predicted, i.e., the multiple-
cone formation and interaction of two collimated pulses in
nitrogen gas. The present method is also suitable for parallel
computing on cluster computing systems. Extended to large-
scale calculations, this method could be applied to more
complicated phenomena and has the potential to become a
mediator between theoretical and experimental investigations
of femtosecond-pulse propagation.
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fore arriving at the focusing position; however, deformation of
the unfocused pulse is negligible because the intensity is not
enough to produce an observable nonlinear effect. This is con-
sistent with the fact that the deformation of a weak pulse (P
=0.30 mJ) is small (Fig. 1). Finally, observation around the
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focusing position gives similar results to those calculated
around the z=0 for collimated pulses. Strictly, the focusing
condition should be taken into account as in Ref. [1], but this
approach needs a large quantity of evolution steps before the
initial pulse arrives at the focusing point.



